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On discrete trials, two response keys were made available to hungry pigeons and food
reinforcement depended on the order in which the required two key pecks occurred. In
different phases, only one of the four possible two-peck sequences (left-left, left-right, right-
left, and right-right) produced food reinforcement. In each case, the pigeons learned to
perform the correct two-peck sequence more often than the incorrect sequences. Further-
more, the course of differentiation mastery indicated that both reinforcement history and
response-reinforcer contiguity influenced performance. These results reveal that response
patterns comprising two instances of the same response left-left and right-right) or in-
stances of two different responses (left-right and right-left) may function as operants,
thereby extending the generality of conditioning principles from discrete responses to
structured sequences of behavior. These and other results are discussed in terms of con-
tiguity-based and memory-based models of learning.
Key words: response differentiation, response patterning, procedural-functional operant,

response-reinforcer contiguity, short-term memory, key peck, pigeons

Procedurally, an operant is a class of be-
haviors on which reinforcement depends
(Schick, 1971). Functionally, an operant is a
class of behaviors whose frequency of occur-
rence is increased when responses of that class
are required to produce rein.forcement (Zeiler,
1977).
Experimenters have traditionally employed

discrete responses such as key pecks and lever
presses as procedural operants. However, re-
searchers have recently begun to explore the
possibility of conditioning operants that entail
instances of two or more discrete responses.
Here, the selective reinforcement of inter-
response times (Platt, 1973) is to be noted, as is
the selective reinforcement of increasing and
decreasing rates of responding within brief
spans of time (Hawkes and Shimp, 1975; Was-
serman, 1977). The results of these investiga-
tions encourage the view that the principles
of operant conditioning have applicability to
organized patterns of behavior (Shimp, 1976a).
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In the above examples of multiresponse op-
erants, the patterns of behavior involved re-
peated instances of the same response at differ-
ent points in time. It should also be possible to
condition behavioral patterns comprising in-
stances of two or more different responses. This
is the focus of the present paper.

Historically, research and theory in the ac-
quisition of response sequences have centered
on the concept of chaining (Skinner, 1938).
Here, the essential notion is that elaborate
chains of behavior can be experimentally con-
structed by adding topographically different re-
sponses to the beginning of already established
response sequences (but see Weiss, 1978). Thus,
after first requiring an organism to perform
Response 1 in order to obtain reinforcement, it
is now required to perform the sequence Re-
sponse 2-Response 1. After mastery of the Re-
sponse 2-Response 1 sequence, training on the
Response 3-Response 2-Response 1 sequence
ensues, and so on until the criterion sequence
has been conditioned.
Although relevant to the issue of response-

sequence learning, studies of response chaining
are much less relevant to the question of
whether organized sequences of responses can
be differentiable operants. Minimally, in order
to show that response differentiation has suc-
cessfully occurred requires (a) that reinforce-
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menit be made dependent on a subset of all
possible response variants and (b) that a selec-
tive increase in the frequency of that subset
above all other variants occurs as a conse-
quence of differential reinforcement (Notter-
man and Mintz, 1965). Thus, investigations of
response chaining as typically conducted (e.g.,
Sidman and Rosenberger, 1967) cannot specify
whether response-pattern differentiation has
taken place because incorrect response se-
quences are not permitted to proceed to com-
pletion. In the Response 2-Response 1 phase of
the preceding example, any sequence begin-
ning with Response 1 would ordinarily termi-
nate the trial and produce a brief timeout or
other aversive consequence. It then becomes
impossible to monitor the frequency of occur-
rence of all possible response variants so that
response-pattern differentiation might un-
equivocally be demonstrated.
The inability to monitor the incidence of all

possible response variants also plagues method-
ologies that should support response-sequence
learning, but that do not interrupt incorrect re-
sponse sequences. An example of this method
is found in the study of Catania (1971; tandem
schedules). Here, following the passage of a
variable time interval, pigeons were required
to peck the left key and then the right key to
receive reinforcement; pecks preceding the
variable-interval requirement were of no con-
sequence, nor were those that occurred before
the left-right sequence after the variable-inter-
val requirement. Thus, after the variable time
interval had elapsed, the pigeon could respond
right-right-left-left-right before reinforcer de-
livery (as one of a great many possibilities), or
it could more efficiently respond left-right. In
either case, reinforcement followed the left-
right sequence, but how and when are we to
determine the incidence of all other two-re-
sponse sequences so as to verify the occurrence
of response-pattern differentiation?
To remedy this problem of prior work, the

present experiment required food-deprived
pigeons to make two key pecks to receive grain
reinforcement. Two response keys were made
available and reinforcement after two responses
depended on the order in which the keys were
pecked. For instance, in one phase of train-
ing, food reinforcement followed the pattern
of pecks to the two keys, left-right; the pat-
terns right-left, left-left, and right-right failed
to produce reinforcement, but were recorded.

If such selective reinforcement of a two-re-
sponse pattern led to an increase in the fre-
quency of occurrence of that particular pattern
above all others, then this finding would sup-
port the conclusion that a succession of two
different responses could be differentiated from
the remaining sequences and that this two-
response pattern could function as an operant.
Successful differentiation of two-response pat-
terns would further indicate that response-se-
quence learning need not proceed in a piece-
meal fashion, but might instead begin with the
criterion sequence, so long as its base level of
occurrence were sufficiently high to produce oc-
casional reinforcement.

METHOD
Subjects
Two experimentally naive homing pigeons

were housed individually, with water and grit
constantly available in their home cages. They
were kept at 80% of their free-feeding weights
by postsession feeding in the home cage.

Apparatus
The side keys of two identical (31.4 by 38.5

by 42.0 cm) Scientific Prototype (Model B200)
three-key pigeon chambers were used. These
3.1-cm diameter keys had a minimum force re-
quirement of 0.20 N for operation and could
be transilluminated with red light from small
bulbs (CM 1820, 24 V dc). The solenoid-actu-
ated feeder was located directly below the cen-
ter key and was illuminated with white light
from a small bulb (ESB 24 V dc) when food
was available. Chamber illumination was pro-
vided by a houselight (25 W, 110 V ac)
mounted outside the chamber. To mask ex-
traneous noises, each pigeon chamber was lo-
cated in a separate room in which white noise
was present throughout each session. A Digital
Equipment Corporation PDP 8/L minicom-
puter, equipped with the SKED software sys-
tem (Snapper, Stephens, and Lee, 1974), was
located in another room and was used to con-
trol all procedures and to record all data for
subsequent analysis.

Procedure
Preliminary training. The pigeons were first

trained to eat grain from the lighted maga-
zine when it was activated. The birds were
then autoshaped to peck the left and right keys
when they were singly illuminated in a ran-

24



CONDITIONING OF TWO-RESPONSE PATTERNS OF KEY PECKING

dom order (Brown and Jenkins, 1968). A
trial began with the illumination of one key.
After 8 sec, the keylight was extinguished and
the food hopper was raised for 2.5 sec. Inter-
trial intervals (ITIs) were equiprobably set at
30, 60, or 90 sec. There were 25 trials in each
of three daily sessions, and by the third day,
both pigeons were pecking the lighted keys on
most of the trials.

In the next phase of preliminary training,
the birds were required to make two key pecks
to receive food. Here, a trial began with il-
lumination of one of the two keys, equiprob-
ably determined. The light was extinguished
when that key was pecked. After 1 sec, one of
the keys was again illuminated equiprobably.
A peck on this key extinguished the light and
presented grain reinforcement. Thus, each of
the 50 trials within a daily session consisted of
one of four equally probable sequences: left-
left (LL), left-right (LR), right-left (RL), and
right-right (RR). Trials were separated by 15-
sec ITIs, during which both response keys were
dark. This procedure lasted four days.

In the next session, the procedure was al-
tered as follows: a trial began with illumina-
tion of both keylights. After two pecks, the key-
lights were extinguished. If the seque4ce of
two pecks was LR or RL, 2.5 sec of food re-
inforcement followed; if the sequence was LL
or RR, no reinforcement followed, but 2.5 sec
were added to the 15-sec ITI. A session ended
after 25 reinforcers or after 1 hr, whichever
occurred first. This stage of training termi-
nated when all 25 reinforcers were collected
within 1 hr. For Bird 369, this required three
sessions, for Bird 370 six sessions. This proce-
dure preceded experimental training in order
to reduce the anticipated tendency of the pi-
geons to peck twice on the same key, rather than
switching from one key to the other. On the
last day of pretraining, Birds 369 and 370 emit-
ted the LL, LR, RL, and RR sequences 12, 9,
16, and 11 times and 27, 19, 6, and 70 times,
respectively.
Experimental training. Here, the procedure

was identical to the final portion of prelim-
inary training, except that each bird was re-
quired to emit only one particular response
sequence to produce reinforcement. For exam-
ple, during a particular phase, the sequence
LR was the only one followed by 2.5 sec rein-
forcement; all others caused 2.5 sec to be added
to the 15-sec ITI. Sessions ended after 25 re-

inforcements or 1 hr, whichever came first.
A bird reached criterion on a particular se-
quence when each of the other sequences oc-
curred 12 or fewer times in a daily session.
When criterion was reached, the required se-
quence was changed in the next session. The
sequence of five phases and the sessions to
reach criterion (in parentheses) were for Bird
369, LR(15), RL(12), RR(2), LL(2), and
LR(20); for Bird 370, LR(2), RL(23), LL(2),
RR(3), and RL(22).
The number of times that each response se-

quence was performed in each session of ex-
perimental training served as the principal
measure of performance.

RESULTS
Both birds learned to perform the response

sequence that produced reinforcement more
than all of the other incorrect sequences. Fig-
ure 1 shows the performance of each bird on
each criterion day in the five experimental
phases. The shaded bar in each phase repre-
sents the response sequence that produced rein-
forcement. In comparing the frequencies of the
other sequences, two trends can be discerned.
First, in those phases that required LR and RL
sequences, the next most frequently emitted
sequence was RR and LL, respectively; these
incorrect sequences involved two pecks to the
key most contiguous with reinforcement. Sec-
ond, in those phases that required LL and RR
sequences, the next most frequently emitted
sequence was usually the one that had led to
reinforcement in the prior phase. The excep-
tion was Bird 369 in Phase III.
The daily performance of each bird is plot-

ted in Figure 2. Each point on the individual
functions corresponds to the number of times
that a particicular sequence occurred in a ses-
sion. During the phases that required either
LR or RL for re-inforcement, the sequence in-
volving two pecks on the key most contiguous
with reinforcement (RR and LL, respectively)
was the last to reach criterion level. In the first
sessions of a phase that required either LR or
RL, the performance of the birds was notice-
ably influenced both by the prevailing rein-
forcement dependency and by that of the prior
phase. For example, in Session 16, Bird 369
was required to perform RL after having
reached criterion on LR the day before. Occur-
rences of LR were quite high in Session 16 and,
even though the pigeon had received rein-
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Fig. 1. Number of trials on which the LL, LR, RL, and RR sequences occurred on the criterion day of Phases I,
II, III, IV, and V for Birds 369 and 370. The shaded bars represent the two-response sequences that produced re-

inforcement.

forcement after the RL sequence only five
times in the session, there were many occur-
rences of the LL sequence. Finally, Figure 2
shows that learning of the LL and RR se-
quences generally occurred much more rapidly
than learning of the LR and RL sequences.
Here, the exception was Bird 370 learning the
LR sequence in Phase I.

DISCUSSION

These data show that the sequence of peck-
ing two keys is a differentiable property of the
pigeon's behavior. In each experimental phase,
the frequency of the correct response sequence
increased and that of all other sequences de-
creased to criterion levels.
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Fig. 2. Number of trials on which the LL, LR, RL, and RR sequences occurred on each day of experimental

training for Birds 369 and 370. Vertical lines separate the five experimental phases that are labelled according to
the two-response sequence that produced reinforcement.

Of special interest was criterion perform-
ance in those phases that required pecks to two
different response keys (LR and RL sequences).
Here, the most frequent error involved two
pecks to the key most contiguous with food
reinforcement. This result is consistent with

accounts of responding that stress response-
reinforcer contiguity.

Catania (1971) applied the notion of re-

sponse-reinforcer contiguity to schedules re-

quiring a sequence of two different responses
for reinforcement. Specifically, Catania studied
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the effects of reinforcement following various
two-key response sequences on the pigeon's
relative rates of responding to the two keys.
He found that when particular response se-
quences (e.g., LR, LRR, LRRR) produced re-
inforcement, the percentage of pecks to each
key was related to the distance of left and
right pecks from the reinforcer. Catania con-
cluded that each peck preceding reinforcement
makes an independent contribution to later
responding, and that the size of that contri-
bution is an inverse function of the delay of
reinforcement.

Consistent with Catania's predictions, more
responses occurred in the present study to the
key most proximal to reinforcer delivery than
to the other key in those phases that required
pecks to two different keys. The overall per-
centage of pecks to the last key in the two-peck
sequence on the criterion days of Phases I, II,
and V for Birds 369 and 370 was, respectively,
58.54, 50.98, 57.69, and 58.89, 59.09, 61.25 (see
Figure 1 for the raw data).

Despite the plausibility of Catania's expla-
nation of relative response output, his con-
tiguity-based account is of little value in
explaining the differentiations of the four pos-
sible two-peck sequences that we obtained.
Suppose that the sequence producing reinforce-
ment is LR. If a peck to either key in either
position of a two-peck sequence is determined
solely by response-reinforcer contiguity, then
the probability of the two-peck sequences
should be ordered as follows: p(LL) <p(LR) =
P(RL) < p(RR).2 This ordering is clearly at
odds with the present data, which generally
yielded p(RL) = p(LL) < p(RR) < p(LR). So
too are variations on the theme of response-
reinforcer contiguity that take into account the
tendency of pigeons to continue to peck the
key where they begin. Depending on the
strength of the bias to continue pecking the
same key, the following orderings are expected:
P(RL) <:p(LL) < p(LR) < p(RR) and p(RL)
< p(LR) <p(LL) <p(RR).3
The above versions of contiguity theory as-

sume that both responses of the two-peck se-
quences are equally memorable at the time of
reinforcement, and that the effect of response-

2Assume that following LR with reinforcement leads
to p(L) = 0.40 and p(R) = 0.60. Then, p(LL) = (0.40) X
(0.40) = 0.16, p(LR) = (0.40) X (0.60) = 0.24, p(RL) =
(0.60) X (0.40) = 0.24, and p(RR) = (0.60) X (0.60) = 0.36.

reinforcer delay is simply to increase the
strength of responding to each key to varying
degrees. Accounts stressing short-term memory
question the first assumption of the contiguity
formulation, and instead propose that the ef-
fects of response-reinforcer delay are mediated
by memory loss.
One prominent memory-based account of op-

erant conditioning is that of Shimp (1976a).
He suggested that a functional behavioral unit
involves the contents of the organism's short-
term memory at the moment of reinforcement.
Shimp's research (Shimp, 1976b; Shimp and
Moffitt, 1974) has revealed that the pigeon can
remember as many as three responses, thus sup-
porting the view that a functional unit may
comprise more than a single response. Shimp's
research has further found that the organism's
memory for its own behavior fades the longer
it has been since a response occurred. Extend-
ing these facts to the present data, we can
appreciate how response differentiation is pos-
sible for behavioral units comprising two re-
sponses: an ordered sequence of two responses
should still be available in the pigeon's short-
term memory at the time of reinforcement or
nonreinforcement. And we can understand
why incorrect sequences often involve the re-
sponse closest in time to reinforcement: mem-
ory for the second response of the positive se-
quence should exceed that of the first, thereby
favoring association of the final response ele-
ment of the sequence with reinforcement over
association of the entire two-response sequence
with reinforcement.
Of course, some would take issue with the

introduction of the memory construct into the
experimental analysis of behavior (e.g., Branch,
1977). The present data might thus be al-
ternatively interpreted as reflecting the process
of response generalization. For example, if the
RR sequence were more similar to the LR se-
quence than were RL and LL sequences, then
the error patterns observed in Phases I, II, and
V might not encourage the postulation of mem-

3The first ordering is produced when a factor of 1.20
is assigned to the probability of pecking the same key
as was first pecked. Thus, P(LL) = (0.40) X (0.48) =
0.19, P(LR) = (0.40) X (0.52) = 0.21, p(RL) = (0.60) X
(0.28) = 0.17, and P(RR) = (0.60) X (0.72) = 0.43. The
second ordering is produced when a factor of 1.40 is
assigned to the probability of pecking the same key as
was first pecked. Thus, P(LL) = (0.40) X (0.56) = 0.22,
p(LR) = (OAO) X (0.44) = 0.18, P(RL) = (0.60) X (0.16) =
0.10, and p(RR) = (0.60) X (0.84) = 0.50.
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ory processes. While this possibility is not to-
tally excluded by the present data, the results
of Phases III and IV reduce the plausibility
of this alternative account. If the LR sequence
is most similar to the RR sequence, and if the
RL sequence is most similar to the LL se-
quence (as would be required to explain the six
out of six positive instances of Phases I, II, and
V), then in Phases III and IV, sequences LR
and RL, respectively, should have been the
most frequent errors when the correct se-
quences were RR and LL. However, Figure 1
shows that this outcome occurred only one time
out of four.
Whether one's theoretical predilections favor

or oppose the construct of memory, it seems
clear that increasing importance must be as-
signed to processes capable of bridging the time
intervals that typically intervene between the
elements of learned associations (Medin, Rob-
erts, and Davis, 1976). Although research in the
area of short-term memory has historically
stressed the reten.tion of externally-presented
stimuli, there is no reason to suppose that simi-
lar memory processes may not also be involved
in the retention of subject-generated responses
(e.g., Maki, Moe, and Bierley, 1977; Shimp,
1976b; Shimp and Moffitt, 1974; Ziriax and
Silberberg, 1978). The greater success of a
memory-based model of operant behavior over
a more traditional contiguity-based formula-
*tion in explaining our own experimental find-
ings should encourage others to consider the
usefulness of the memory construct to the ex-
perimental analysis of behavior (for a recent
example of the usefulness of memory in un-
derstanding schedule control see Stubbs, Vau-
tin, Reid, and Delehanty, 1978).
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